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Abstract
Many-body dispersion (MBD), and generally many-body correlation effects, have emerged in
recent years as key contributions to intermolecular interactions in condensed phases affecting
nearly every field in the molecular sciences. Ab initio electronic structure methods are the golden
standard of material science but unfortunately they are too computationally expensive for
evaluating MBD in such complex systems as liquid–solid interfaces. In this work, we leverage
subsystem time-dependent DFT’s rigorous decomposition of the system’s response function into
subsystem contributions to evaluate the effect of many-body correlation effects (which include
dispersion) for each water molecule in a model of wet MoS2 surface. The optical spectra and and to
a lesser extent the effective molecular C6 coefficients display a dependence on a handful of order
parameters describing the liquid as well as the distance and orientation of the molecules with
respect to the surface. Overall, we provide an unprecedented, granular analysis of many-body
correlation effects for wet MoS2 which will be useful for developing more approximate models,
such as force fields and other multi-scale methods for water–surface interactions.

1. Introduction

Rational design of materials hinges upon the ability of computational models to provide accurate predictions
of materials properties. From light–matter interaction [1–4] to mechanical properties [5–7], computational
models are becoming accurate enough to be a structural part of materials engineering [8]. Due to the central
role of electronic structure in determining materials properties, ab initio electronic structure methods, such as
density functional theory (DFT) are particularly relevant.

Despite the exciting and important advances in DFT made in recent years in terms of software implementa-
tions [9–15] as well as density functional development [16, 17], materials interfaces remain a very challenging
type of system. This is because the nature of the electronic structure in the two materials at the interface may
be very different and a single computational method may not be able to deliver the needed accuracy, or not be
computationally feasible due to algorithm complexity.

Among those electronic properties that are difficult to characterize and predict is many-body dispersion
(MBD) [18–21]. It has been shown that MBD plays an important role in the complex physics governing
interfaces [22, 23], as well as the structure of liquids [24] and molecular crystals [21, 25]. Even though
the currently-available, low-complexity methods for inferring upon MBD are semiempirical in nature, they
have already shed light on the complex electron and nuclear dynamics that arises when they are taken into
account [20].

Dispersion interactions can be accounted for in DFT simulations using an array of methods [26–29], which
also include efficient ab initio algorithms based on RPA [30–33]. Standard time-dependent DFT (TDDFT)
is capable to predict C6 coefficients of atoms and jellium spheres accurately [34], when approaching more
complex materials, such as fullerenes, the explicit inclusion of MBD leads to effective C6 coefficients of larger
magnitude than predicted from standard methods [30]. A similar effect is found when self-consistent MBD-
including methods are applied to molecule–metal and semiconducting surfaces interactions [22, 23, 35].
Despite these notable advances and applications, the development of quantitative electronic structure methods
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capable of characterizing MBD and generally van der Waals interactions in complex systems is still active and
needed to address open questions, especially for interfaces, from optoelectronics to tribology [36–38].

Modeling water-2D materials interfaces is a complex task and yet very important from the materials engi-
neering prospective. Particularly, water on MoS2 and graphene are interesting cases where it is known that the
properties of the interface cannot be inferred from studies of simplified models comprising of single molecules
adsorbed on the surface. For example, when single water molecules interact with these surfaces, the H-atom
points toward the surface. However, differences arise when there are layers of water [39]. Even though it is
known that edges play a significant role and are responsible for the large part of reactivity [40, 41], in this
work we focus on the interaction of water with basal plane, which is important for tribology (lubrication)
[38, 42–45] and adsorption studies for catalysis and sensing, among others fields [46].

We focus specifically on the surface enhancement of the van der Waals interactions involving water
molecules near a surface of MoS2. The main goal being to characterize the size of MBD by computing the
effective molecular C6 coefficients in two ways: (1) a ‘coupled’ way, where the molecules and the surface are
allowed to mutually polarize each other. The mutual polarization is at the core of MBD when the polarization
is computed at imaginary frequency, and screening when it is computed for real values of the frequency. (2) An
‘uncoupled’ way [23, 47–59] where surface and molecules are not allowed to mutually polarize. We will more
clearly discuss these two types of calculations in the next section. So far, no studies have quantified the effects of
MBD on the size of molecular C6 coefficients for wet MoS2 interfaces. We fill this gap in this work, specifically
looking into how the water’s C6 coefficients are affected by MBD arising from the interactions among waters
and between them and MoS2.

This paper is organized as follows. In section 2, we first provide the necessary theoretical framework under-
lying our simulations. In section 3 we briefly list the computational details of the simulations. In section 4,
we present and discuss the results, including a detailed analysis of the correlations between the computed
molecular response properties and order parameters of the liquid. We then draw conclusions in section 5.

2. Theoretical and computational considerations

In this work we use subsystem TDDFT (sTDDFT) [53, 60–63] to infer on the enhancement of the van der
Waals interactions in liquid water when it is nearby a MoS2 surface. There are several advantages for employing
sTDDFT compared to regular TDDFT. First is the computational scaling of the simulations. And second is
the ability to decompose the dynamic response of the system into subsystem contributions which have clear
physical interpretation.

The computational scaling of sTDDFT simulations is much reduced compared to regular TDDFT because
sTDDFT is based on subsystem DFT (sDFT), which treats all non-bonded fragments (in this case each of
the water molecules and the MoS2 surface) as subsystems. A subsystem Hamiltonian is associated to each
subsystem, diagonalized in a reduced basis whose spatial extent is close to the region where the subsystem
electron density is non-zero, i.e., a monomer basis set [13, 64, 65]. The resulting algorithm is massively parallel
as the subsystem Hamiltonian diagonalization can take place independently. See section 3 for further details.

Perhaps the most important advantage of using sTDDFT is that one can infer on properties of the single
subsystems as they interact dynamically with the subsystems in their environment. This is in contrast with
regular TDDFT where only the properties of the entire system are available. We remark here that sTDDFT is
not related to population analyses, instead it constitutes an alternative way to solve for the electronic structure,
a way that focuses on the single non-bonded fragments in the system [49, 66–68].

In sDFT, the total electron density ρ(r) is given as a sum of subsystem densities {ρI(r)},

ρ(r) =
NS∑
I

ρI(r), (1)

where NS is the number of the subsystems. The subsystem electron densities are determined for the ground
state by minimizing the total energy functional,

E[{ρI}] =
NS∑
I

E[ρI , v
I
ext] + Enadd

xc [{ρI}] + Tnadd
s [{ρI}] + VCoul[{vI

ext, ρI}], (2)

where the total external potential has been split into subsystem contribution, vext(r) =
∑

I v
I
ext(r) and we have

introduced additional functionals: the non-interacting kinetic energy, Ts, the exchange–correlation, Exc [69]
(xc, hereafter), and the Coulomb interactions between the subsystems, VCoul. The non-additive functionals are
defined simply by
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Fnadd[{ρI}] = F[ρ] −
∑

I

F[ρI]. (3)

The functional in equation (2) can be minimized variationally by solving the following coupled KS
equations for each subsystem

− 1

2
∇2φI

i (r) +
(
vs[ρI](r) + vemb[{ρI}](r)

)
φI

i (r) = εI
iφ

I
i (r), (4)

where vs(r) is the KS potential of the isolated subsystem evaluated with the embedded subsystem electron
density, ρI. The embedding potential, vemb(r), is a functional of all the subsystem electron densities and stems
from the functional derivative of all the subsystem non-additive terms in the energy functional equation (2).

The response to external time-dependent perturbations in sTDDFT is characterized by subsystem linear
response functions which make up the response of the full system, namely,χ(r, r′,ω) =

∑
I χI(r, r′,ω) [61, 63].

Each subsystem response function can be recovered solving for a Dyson equation involving the ‘uncoupled’
and ‘coupled’ subsystem response function, χu

I and χI, respectively. Dropping the arguments of the response
functions in a short-hand notation for the spatial integrals involved,

χI = χu
I +

∑
J

χu
I KIJχJ , (5)

where the kernel is given by [60]

KIJ(r, r′) =
1

|r − r′| + fxc[ρ](r, r′) +
(
fTs[ρ](r, r′) − δIJ fTs[ρI](r, r′)

)
. (6)

In the above equation, we have already assumed that we will invoke the so-called adiabatic approximation
whereby the frequency dependence of the xc and Ts kernels is ignored. The adiabatic approximation has been
characterized in several works for the xc [70–73] as well as the kinetic energy [74, 75] kernels. Therefore,
kernels are here assumed to be the second functional derivative with respect to the electron densities displayed
in their arguments. Further, we have assumed that we use the same xc functional for the subsystem-additive and
non-additive parts of the xc energy functional in equation (2). The term in parentheses stems from the non-
additive kinetic energy functional which retains the non-additive structure only for the subsystem-diagonal
kernel elements (KII) [52, 60] (hence the presence of the Kronecker delta).

The uncoupled subsystem response functions, χu
I , encapsulate the response of the subsystem as if the other

subsystems in the environment were frozen in their ground state electron densities. One can think of them as
closed-subsystem response functions (‘closed’ to the energy transfer) as opposed the open-subsystem response
functions which are given by the ‘coupled’ response functions [63].

C6 coefficients, subject of this work, are computed directly from the subsystem dynamical dipole polariz-
abilities, αI(ω), which are derived from the response functions, αI(r, r′,ω) = rχI(r, r′,ω)r′. Dynamical polar-
izabilities naturally also come in two flavors, coupled and uncoupled, depending on whether they are computed
from the coupled or the uncoupled subsystem response functions. To compute the C6 coefficients, we first need
to trace the dynamical polarizability over Cartesian directions, to retrieve the dynamical dipole polarizability
tensor (we only use the zz component, i.e., the component that is perpendicular to the MoS2 surface plane)
and then we perform the following integral,

CIJ
6 =

3

π

∫ ∞

0
αI

zz,u(iω)αJ
zz,c(iω)dω. (7)

In the above equation, the c and u labels stand for coupled and uncoupled (recall the definition in equation (5)).
Also note that the dynamical dipole polarizabilities are evaluated for imaginary frequencies [76, 77], or equiv-
alently, rather than computing them as Fourier transforms of the time-dependent polarizabilities one can use
Laplace transform instead [78].

The reason why the C6 coefficient features one coupled and one uncoupled dynamic dipole polarizability
has to do with the definition of van der Waals interactions in the context of sTDDFT. We showed [79, 80]
that dispersion interactions as well as more generally van der Waals interactions are simply the non-additive
correlation energy which is formally given by

Enadd
c = − 1

2π

∑
IJ

∫
d1d1′d2d2′

∫ ∞

0
dω

χu
I (1, 1′)KIJ(1′, 2)χJ(2, 2′)

|r12′ |
, (8)

where we have used a short-hand notation for the spatial variables and have also omitted the coupling strength
integration for sake of simplicity. We refer the reader to references [23, 79, 80] for additional details. When the
kernel KIJ in the above equation (see also equation (6)) is truncated to only include the Coulomb interaction,
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Figure 1. Depiction of the water–MoS2 interface system considered in this work. See text for details. Structure files available in
the supplementary materials [89].

one obtains the so-called RPA approximation [81–83] which is needed to define dispersion interactions and
the C6 coefficient formula in equation (7).

Thus, we can characterize the surface ‘many-body’ effects on the C6 coefficients by computing the fully
coupled C6 coefficient from equation (7), and compare it to the uncoupled Cu

6 which is recovered by utilizing
both uncoupled response functions in equation (7). The comparison of these two quantities can be represented
by their difference,

ΔC6 = C6 − Cu
6 , (9)

giving a measure of the enhancement of the van der Waals interaction given by the dynamical coupling of
the response functions of the subsystems. To simplify our analysis, we only compute the diagonal coefficients,
C6 = CII

6 . This is common practice and is done to reduce the number of computed coefficients, is practical in
nature without compromising on the scientific soundness of the results.

3. Computational details

All calculations have been carried out with eDFTpy [84], an all-Python software that implements sDFT
and sTDDFT. The Kohn–Sham engine to compute the electronic structure of each subsystem is Quantum
ESPRESSO version 6.5 [85] which was coupled to eDFTpy by the QEpy API [86]. QEpy is a Python version of
Quantum ESPRESSO that allows direct access to wavefunctions, electron density and diagonalization drivers.
QEpy also gives the possibility to impose custom external potentials to Quantum ESPRESSO. This is a key
functionality for implementing sDFT.

The TDDFT equations were solved by real-time subsystem TDDFT also implemented in eDFTpy. We use
ce-TDDFT as the TDDFT solver by Ceresoli and coworkers [48, 87] which was adapted with a Python API for
its integration in eDFTpy.

Large scale simulations [88] show that the structure of liquid water on the surface of MoS2 is heavily influ-
enced by the interactions with the surface. The bulk water structure is only recovered at about 10 Å above the
surface. In addition, the first layer of water on MoS2 avoids the S top sites. Therefore, we chose a model system
containing 64 water molecules sandwiched by MoS2 monolayer slabs separated by 20 Å. See figure 1 for a pic-
torial view of the model system. Each water molecule and the MoS2 monolayer constitute a subsystem. While
the simulation cell dimensions are a = 12.72 Å, b = 11.02 Å, c = 23.27 Å, the subsystems cell dimensions are
massively reduced. The water subsystems used cells with a, b and c reduced by 40%, 30% and 65%, respectively,
compared to the simulation cell of the supersystem. This yielded a reduction in terms of employed plane waves
for the diagonalization of the subsystem Hamiltonians of 85% for each water molecule. The MoS2 subsystem
utilized a simulation cell with c reduced by 40% compared to the physical simulation cell resulting in a 40%
reduction of the number plane waves used for the diagonalization of its Hamiltonian.

We consider two geometries each containing 64 water molecules. The xyz files are deposited in the sup-
plementary materials [89]. The structures considered here were optimized without the inclusion of MBD.
Therefore, we acknowledge that our results and conclusions may carry a bias. The determination of the relaxed
structures including MBD is out of the scope of this paper and will be the subject of future work.

We use the PBE [90] xc and the revAPBEK [91] non-additive kinetic energy functionals, the GBRV ultra-
soft pseudopotentials [92] and a plane wave cutoff of 40 Ry for the subsystem wavefunctions, 400 Ry for
the subsystem electron density and 200 Ry for the total electron density when it is represented on the full
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Figure 2. First excitation energy, ωu, from the response of water that is uncoupled to the surface response in inset
(a) and effective uncoupled Cu

6 coefficient in inset (b) of the water subsystems alongside their surface enhancements as a function
of height (see h in figure 1). C6 coefficients and enhancements are given in atomic units (Ha·a6

0). The data was convoluted with
Gaussians of width 1.5 Å, sampled every 0.5 Å.

(physical) simulation cell. The reciprocal space energy cut-off parameters were chosen to converge the total
energy to within 1 kcal mol−1 separately for the additive and nonadditive energy (similar to what was shown
in reference [93]). We additionally checked that the total energy during a sTDDFT real-time propagation was
conserved well, oscillating by less than 10 meV and exposing no appreciable energy drift.

In figure 1, we also show the order parameters that we use for our analyses. The θ angle is the angle between
the z axis (perpendicular to the surface plane) and the perpendicular to the planes defined by the three atoms
of each water molecule. 1SS is a measure of the distance of the first solvation shell given by the average distance
from one oxygen the closest four nearby oxygen atoms. h is the distance of an oxygen atom from the surface.

4. Results

In the following, we present results about each water molecule’s C6 coefficient and excitation energy both in the
case when the underlying subsystem response functions are dynamically uncoupled to the surface (Cu

6 and ωu)
as well as when they are coupled. We characterize the coupling by reporting the coupled-uncoupled shifts,
ΔC6 and Δω. These shifts are a measure of the dynamical many-body effects on the excitation energy as well
as on the C6 coefficients. The uncoupled quantities are computed by explicitly removing the coupling of the
molecular subsystem response functions with the surface. Surface effects are still present in the uncoupled
quantities because the ground state electron densities of the molecular subsystems are affected by the presence
and interaction with the surface. We expect ΔC6 and Δω to be a proxy for the size of the coupling between
excited states of the water molecules and the surface.

As we have showed before [23], molecules adsorbed on MoS2 monolayers display enhanced effective C6

coefficients due to the many-body nature of the molecular dynamic dipole polarizability (see equation (5) for
the charge density response functions). For benzene at MoS2 we predicted up to a 5% enhancement. The system
in reference [23] was very simple, as it was comprised only of a single benzene molecule on the surface and only
a few representative (symmetric) configurations were considered. Thus, recovering enhancement trends with
respect to the molecule–surface distance was straightforward. In real life, however, systems are more similar to
figure 1, where molecules arrange almost randomly on the surface. Thus, from the onset, we expect the trends
to be more complicated and to require more nuanced analysis methods.

In figure 2, we present the trends of first excitation energy, ω, and its shift due to the inclusion of the
dynamical interactions with the surface (i.e., including the surface in the many-body expansion of the response
functions in equation (5)), Δω in inset (a), and C6 and its enhancement, ΔC6, in inset (b) as functions of
distance from the oxygen atom of the water subsystem to the closest plane of S atoms of the MoS2 monolayer.

The trends in the figure are evident. For the excitation energy, the trends for the uncoupled excitation,
ωu, and the coupled–uncoupled shift are opposite, a phenomenon commonly witnessed for embedded sys-
tems [60]. The physical origin of such opposite behavior is rooted in the fact that embedding at the level of
the ground state often does nothing more than adding confinement. The environment exerts pressure on the
subsystem density resulting in the typical blue shift of the low-lying excitation energies. Thus, we expect ωu to
increase the closer the water molecule is to the surface.

However, we notice that the trend for ωu inverts very close to the surface. The reason for such inversion
is that water molecules in the layer closest to the MoS2 surface couple strongly with the surface already at the
ground state level. Their optical spectra are affected by the fact that their electron density is heavily influenced
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Figure 3. The spectrum of the closest three water molecules to the surface in our model. Each features different height (h)
and angle (θ) values.

by the short range interactions with the surface having the effect of abruptly red-shifting the first excitation
of water. To give an idea of such an effect, we show in figure 3 what happens to those water molecules that
are very close, directly adsorbed to the MoS2 surface. For the molecules directly in contact to the surface, the
first excitation energy is severely red shifted compared to the liquid. Liquid water’s first excitation energy is
6–6.5 eV when it is computed with the PBE xc functional [93, 94], thus we note that the molecule closest to
the surface experiences a red shift of more than 2 eV compared to the liquid!

We note that PBE xc functional has the tendency of red shifting the spectral features in comparison to the
experiment as noted in prior works [93, 94] and in several reviews [95]. However, the PBE results are expected
to provide correct overall trends.

Going back to figure 2, we notice that the general trend for Δω is opposite compared to ωu. Such a trend
can be explained because the excitation energy shift is related to excitonic couplings between the molecules and
the surface. We remark that Δω is fairly small in size, only a few tens of meV. This is to be expected because
the excitonic couplings between the localized, first excitation of water and the excitations in the MoS2 surface
are weak. We will return to this point later.

The trends for the C6 coefficients are, instead, much more pronounced. Both Cu
6 and ΔC6 increase in size

as the water molecules are closer to the surface. Particularly, in comparison to the excitation energy shift, the
ΔC6 contribution to the total, coupled C6 is orders of magnitudes larger, peaking at 8% for molecules close to
the surface and tapering off to about 6% for further-away molecules. We explain the trend by noting that the
excitation energies are given by poles of the subsystem response function for real values of the frequency,χI(ω).
The C6 coefficients, instead, depend on the response functions evaluated for imaginary frequencies, χI(iω).
Thus, because all the excitations lie on the real axis, the C6 values will be affected by the molecule–surface
couplings of all the excited states. Molecular excited states become more and more delocalized the higher up
in energy they lie. A stronger delocalization leads to a stronger molecule–surface coupling which leads to a
stronger enhancement to the C6 coefficients. On the flip side, due to their dependence on all the excited states
of the molecules, we also expect the C6 coefficients to display a weaker correlation to the geometrical order
parameters of the liquid and the interface.

In figure 4 we report the optical spectrum (related to the dipole polarizability at real frequency) and
the dipole polarizability at imaginary frequency. From the figure it can be appreciated the different levels of
enhancement (and depletion) that take place for the two quantities. First, we notice that the optical spec-
trum up to 5 eV is nearly identical whether the water molecule’s spectrum is computed with the one-body,
uncoupled response function, χu

I , or with a many-body, fully coupled response function. This hints to the fact
that the localized, first excitation in the water molecules does not engage in strong excitonic couplings with
the other water molecules nor with the surface. The intensities are quite different for the higher lying excited
states. Inspecting the one-body vs many-body spectra for excitation energies larger than 5 eV, we note that the
one-body peak intensities are much reduced compared to the many-body ones. In addition, we see that if the
water response function is allowed to couple with the surface response function, the peak intensities of high
lying states are increased (see, e.g., the peaks in the range 5–20 eV). Above 20 eV, the situation is reversed.

The above considerations for the optical spectra, completely explain the trends witnessed for the dynamic
dipole polarizability in inset (b) of figure 4. The decay of αI

zz as a function of iω is due to the fact that the poles
of the dynamic polarizability are all on the real frequency axis as explained before. Thus, the enhancement of
the dynamic polarizability in inset (b) of figure 4 is fully explained.
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Figure 4. (a) Optical spectra of one selected water molecule close to the MoS2 surface. Spectra are derived from the following
response functions: χu

I (one-body), χu
I +

∑
J∈waterχ

u
I KIJχJ (many-body (water)) and χu

I +
∑

J∈waterχ
u
I KIJχJ + χu

I KIsχs where χs

is the response function of the MoS2 monolayer (many-body (all)). (b) Dynamic dipole polarizability along the z axis, αI
zz(iω),

derived from the response functions mentioned before.

Figure 5. Bar chart of correlation coefficients against several order parameters (see figure 1 and text for details) of (a) uncoupled
ωu and Cu

6 (see text for definitions) and (b) surface enhancements, Δω and ΔC6. Regression of ωu and Cu
6 and their shifts with all

the order parameters is indicated by LR which stands for linear regression (see supplementary materials for details [89]).

A question may arise regarding the fact that the intensity of the one-body spectrum increases for higher-
lying excitations. The answer is simple and recalls concepts from the physics of semiconductors [96]. Switching
on excitonic couplings between the water molecules and with the surface has the effect of increasing the transi-
tion dipole of the excited states at low frequencies. Because the coupling term of the coupled response function,∑

J χ
u
I KIJχJ , must be associated with an overall zero sum rule, the high-lying excited states will witness a

decrease in their intensity. We analyzed such a behavior before for liquid water [93].
Figures 2 and 3 reveal correlation between the computed quantities and the distance of the molecules to

the surface. However, the orientation of the water molecules should also, in principle, factor in, making it
difficult to attribute the trends exclusively on the molecule–surface distance. To infer on the correlation of
the excitation energy as well as the C6 coefficients on the structure of the interface, in figure 5 we present the
correlation coefficients, determined in the usual way

CXY =
σXY

(σXXσYY )
1
2

, (10)

where σXY =
∑

i(Xi − X̄)(Yi − Ȳ), between the water molecules’ C6 andω values and several order parameters
which we described in the computational details section 3.

A general observation is that all except the correlation between ωu and h are below 0.6. This means that
either the correlation ofωu and Cu

6 with the order parameters of the system is non-linear in nature or on average
is, simply put, poor. The second most important order parameter is the number of hydrogen bonds accepted
(A-HB) which is followed by the size of the first solvation shell (1SS). The correlations in this work for the
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optical spectrum of water confined at the interface with MoS2 are similar to those drawn for the optical spec-
trum of bulk liquid water [93] where it was found that the number of hydrogen bonds and the characteristics
of the first solvation shell correlate the most with the first excitation energy of the water molecules.

To understand if the order parameters considered are capable of capturing the overall trend in the computed
quantities, we carried out linear regressions of four computed quantities against the entire data set, which is
indicated by LR in figure 5. We notice that LR gives a value of 0.78 for ωu and smaller values for the other
three quantities. This confirms that the first excitation energy can be reproduced by a linear function of the
order parameters. Conversely, the Cu

6 coefficients and the shifts do not correlate enough with the given order
parameters, instead, as seen in figure 2, they only weakly correlate with the distance to the surface. Additional
details can be found in the supplementary materials [89]. We should remark that the analysis relies exclusively
on linear regressions and the data set available is quite small. It is therefore possible that there is a non-linear
relation between the Cu

6 coefficients or the shifts and the order parameters. We do not investigate this question
in this work and we reserve it for a follow-up study.

5. Conclusions

To conclude, for the first time to date, we report computed effective molecular C6 coefficients as well as optical
spectra of water molecules in a water–MoS2 interface with an accurate, ab initio electronic structure method.
We found that the C6 coefficients of water are strongly enhanced by the coupling of the molecular excitations to
the surface bands reaching close to 8% enhancement for those molecules directly adsorbed to the surface and
tapering off to about 6% for further-away molecules. The trends show correlation of the first excitation energy
of the water molecules as well as the molecular C6 coefficients with respect to the distance of the molecules to
the surface, and to a lesser extent to the details of the structure of the liquid (e.g., the hydrogen bond network
and the size of the first solvation shell). Overall, we conclude that for water on MoS2, MBD in the form of
surface enhanced C6 coefficients are important and must be accounted for in accurate simulations of this
system.
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[6] Aguado A and López J M 2013 J. Phys. Chem. Lett. 4 2397
[7] Shin I, Ramasubramaniam A, Huang C, Hung L and Carter E A 2009 Phil. Mag. 89 3195
[8] Carter E A 2008 Science 321 800
[9] Shao X, Jiang K, Mi W, Genova A and Pavanello M 2021 WIREs: Comput. Mol. Sci. 11 e1482

[10] Giannozzi P et al 2020 J. Chem. Phys. 152 154105
[11] Ehlert C and Klamroth T 2020 J. Comput. Chem. 41 1781
[12] Sun Q et al 2018 PySCF: the python-based simulations of chemistry framework Wiley Interdiscip. Rev. Comput. Mol. Sci. 8 e1340
[13] Mi W, Shao X, Genova A, Ceresoli D and Pavanello M 2021 Comput. Phys. Commun. 269 108122
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